
Copyright © 2007 by the Association for Computing Machinery, Inc. 
Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed for 
commercial advantage and that copies bear this notice and the full citation on the first 
page. Copyrights for components of this work owned by others than ACM must be 
honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on 
servers, or to redistribute to lists, requires prior specific permission and/or a fee. Request 
permissions from Permissions Dept, ACM Inc., fax +1 (212) 869-0481 or e-mail 
permissions@acm.org. 
VRST 2007, Newport Beach, California, November 5–7, 2007. 
© 2007 ACM 978-1-59593-863-3/07/0011 $5.00 

Shakespearean Karaoke

Lauren Cairco1, Sabarish Babu2, Amy Ulinski3, Catherine Zanbaka4, Larry F. Hodges3

1Winthrop University
caircol2@winthrop.edu

2University of  Iowa
sabarish-babu@uiowa.edu

3University of North Carolina at Charlotte
{aculinsk, lfhodges}@uncc.edu

4BAE Systems
czanbaka@uncc.edu

1 Motivation and Introduction

Traditionally,  students  study  plays  by  reading  from  a  book.
However,  reading  dialogue  on  paper  does  not  always
communicate the various emotions and actions that help people
understand the significance of  the person-to-person interactions
that are represented.

We have designed and implemented  an  interactive  system that
allows a participant to experience a play by acting in a scene of
Shakespeare’s  Much Ado About  Nothing opposite  a  virtual  co-
actor. The human participant reads his or her dialogue from the
bottom of the screen, and the virtual co-actor responds with each
of her lines while using appropriate gestures and emotions. 

Our hypothesis is  that interacting with the virtual co-actor will
lead  to  a  better  understanding  of  the  scene  and  will  be  more
enjoyable  to  participants  than  the  traditional  text  approach.  In
order to evaluate this hypothesis, we performed a study where we
compared  acting  out  the  scene  opposite  a  virtual  co-actor  to
reading  a  printed  copy  of  the  scene.  Participants  in  both
conditions then answered questions about the content of the scene.

2 Previous Work

Virtual  humans  have  been  used  for  teaching  and  training  in
various fields. Babu et al. [2007] used immersive virtual humans
to teach south Indian social conversational protocols, and found
that participants who trained interactively with the virtual human
performed significantly better when tested on the material  than
participants  who  studied  from  a  written  study  guide  with
illustrations.  Other  applications  include  Ziemkiewicz  et  al.'s
[2005] use of virtual humans for nurse triage training, and Hill et
al.'s  [2003]  use  of  virtual  humans  in  their  Mission  Rehearsal
Exercise system that teaches decision-making skills to leaders in
the United States Army.

Researchers  have  also  investigated  the  use  of  virtual  reality  in
interactive theater. Slater et al. [2000] built a system that let actors
rehearse a short play in virtual reality. The researchers found that
virtual rehearsals led up to a successful live play rehearsal in front
of an audience. Geigel and Schweppe [2004] produced an entire
theatrical  experience  where  participants  were  able  to  control
actors, scenery, orchestra, and audience in a virtual environment. 

In  this  work,  we  have  created  an  interactive  system,
Shakespearean Karaoke (SK!), that provides a human actor with
their lines, a virtual stage, and a virtual co-actor for a scene from
Shakespeare’s Much Ado About Nothing.

3 System Overview

Shakespearean  Karaoke  projects  a  life-sized  virtual  co-actor
(Beatrice)  in  a  virtual  chapel  setting  on  a  single  large  screen
opposite the human participant. SK! was built using Babu et al.'s
[2005]  Virtual  Human  Interface  Framework  (VHIF).  An
interactive 3D character  from Haptek Corp. was used to create
and  animate  the  virtual  actor,  and  the  Simple  Virtual
Environments  framework  (SVE)  [Kessler  2000]  was  used  to
control the virtual stage environment. 

Figure 1: A participant using SK!

SK!  presents  a  scene  from  Shakespeare’s  Much  Ado  About
Nothing, act four, scene one. At the beginning of the scene, the
participant is presented with the character Beatrice standing in a
chapel. The scene is overlaid by a translucent introduction screen
that explains background information for the scene (the prologue).
After reading the prologue information, the participant presses a
key on a numerical keypad. The prologue screen disappears, and
Benedick's  first  line  appears  at  the  bottom of  the  screen.  The
participant plays the part of Benedick, reading the line out loud.
The  participant  presses  a  key  to  advance  the  script.  The  line
disappears from the bottom of the screen, and Beatrice responds
with  her  line.  When she  finishes,  the  participant's  next  line  is
displayed. This process repeats until the end of the scene, when an
exit screen appears.

4 Experiment Design

The  purpose  of  this  study  was  to  investigate  the  relative
understanding of an excerpt of Shakespeare’s  Much Ado About
Nothing by  acting  out  the  scene  opposite  a  virtual  actor  as
compared to reading the text of the scene. We used a between
subjects design. Participants were randomly assigned one of two
conditions: Virtual Reality (VR), where they acted out the scene
with Beatrice, or Reading, where they studied a printed copy of
the text of the scene. A total of 41 participants from the University
of North Carolina at Charlotte completed the study. 
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After studying the play, participants answered a questionnaire that
consisted of 24 questions about the scene measuring learning on
the  lower  two  levels  of  Crooks' condensation  of  Bloom's
taxonomy: knowledge and application [Crooks 1988]. Sixteen of
the  questions  measured  learning  on  a  knowledge  level  in  a
multiple choice format. The remaining eight questions measured
learning on the application level by asking participants to put lines
and  events  in  the  correct  order  and  by  asking  open-ended
questions about the content of the scene. 

Participants  also  went  through  a  short  interview  session.,
answering questions about their method of study and, in the VR
condition, about their opinions of the application.

5 Results 

Each of the twenty-four questions measuring learning about the
play  was  worth  one  point.  The  only  significant  difference  of
scores between conditions was in the prologue category.  In all
other categories, there was no significant difference between the
groups.  However,  means  were  slightly  higher  in  the  Reading
condition than they were in VR for each category. (See Table 1.)

Table 1: Mean scores for each category of questions by condition

Learning level Category Condition Mean Std. Dev N P

Knowledge Prologue VR 5.25 1.943 20

R 6.57 1.859 21
0.032

Scene VR 6.60 1.142 20

R 6.90 1.091 21
0.388

Application VR 3.80 1.119 20

R 4.15 1.527 21
0.403

During the interview, several participants in the reading condition
indicated that they had read over the scene multiple times during
the allotted time, and that that helped them answer the questions
correctly.  Several  participants  in  the  VR condition  commented
that they would have answered more questions correctly if they
had more than one chance to act out the scene with the virtual co-
actor. 

6 Discussion

In two out of the three categories of questions about the scene,
there was no significant difference in the scores of participants
between conditions.  This suggests that  participants in condition
VR were able to learn about the scene as well as participants in
the Reading condition.

However,  in  every  category  of  questions  about  the  scene,  the
mean score for participants who read the scene was higher than
the mean score for participants who acted it out in virtual reality.
One contributing factor to this might have been the repetition of
the material that was allowed in the reading condition but not in
the virtual reality condition. Participants in VR were restricted to
acting out the scene only once with the virtual co-actor while the
time allotted gave participants in the Reading condition enough
time to read the scene several times. Comments from participants
during the interview support this.

The only category of questions that had a significant difference of
scores  between  conditions  was  the  set  of  questions  about  the
prologue of the scene. The difference in the presentations of the

prologue  material  may  have  been  a  factor  in  the  scores.  For
participants in the reading condition, the prologue was presented
as a short paragraph just before the lines of the scene began on the
paper. In the VR condition, the prologue paragraph was displayed
on  a  translucent  screen  with  Beatrice  and  her  setting  visible
behind it before acting out the scene began.  Beatrice's movements
may have distracted participants from the content of the prologue.
When asked if there was anything that kept them from answering
questions  correctly  about  the  play,  two  participants  in  the  VR
condition said that they read the prologue screen too quickly.
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